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Two experiments examined the effects of session duration on responding during simple variable-
interval schedules. In Experiment 1, rats were exposed to a series of simple variable-interval schedules
differing in both session duration (10 min or 30 min) and scheduled reinforcement rate (7.5 s, 15 s,
30 s, and 480 s). The functions relating response rate to reinforcement rate were predominantly
monotonic for the short (10-min) sessions but were predominantly bitonic for the long (30-min)
sessions, when data from the entire session were considered. Examination of responding within sessions
suggested that differences in the whole-session data were produced by a combination of prospective
processes (i.e., processes based on events scheduled to occur later in the session) and retrospective
processes (i.e., processes based on events that had already occurred in the session). In Experiment 2,
rats were exposed to a modified discrimination procedure in which pellet flavor (standard or banana)
predicted session duration (10 min or 30 min). All rats came to respond faster during the short (10-
min) sessions than during the first 10 min of the long sessions. As in Experiment 1, the results seemed
to reflect the simultaneous operation of both prospective and retrospective processes. The results shed
light on the recent controversy over the form of the variable-interval response function by identifying
one variable (session duration) and two types of processes (prospective and retrospective) that influence
responding on these schedules.

Key words: variable-interval response function, satiation, prospective processes, retrospective pro-
cesses, within-session effects, simple schedules, bar press, rats

According to the traditional Skinnerian ver-
sion of the law of effect (Skinner, 1938), re-
inforcers act to increase the rate of a response.
By definition, when a response is followed by
a reinforcer, that response will increase in fre-
quency. Further, a failure to find such an in-
crease could be taken as evidence to disconfirm
the law of effect (Meehl, 1950). This tradi-
tional law of effect has been incorporated into
more recent quantitative models of operant re-
sponding. For example, matching-based mod-
els, such as Herrnstein's (1970) equation for
simple interval schedules, describe a mono-
tonic, hyperbolic function in which increases
in reinforcement rate should always result in
increases in response rate (see Davison & Mc-
Carthy, 1988, for a review of related models).
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Recently, a variety of models have predicted
an alternative bitonic relationship between re-
sponse rate and reinforcement rate (Allison,
1981; Baum, 1981; Hanson & Timberlake,
1983; Hursh, Raslear, Bauman, & Black, 1989;
Hursh, Raslear, Shurtleff, Bauman, & Sim-
mons, 1988; Staddon, 1979; Timberlake, 1984).
According to these models, rate of response will
first increase, and then decrease, as a function
of increased rate of reinforcement. Some of the
models predicting a bitonic function come from
the subfield of behavioral economics (Allison,
1981; Hursh et al., 1988, 1989), and others
come from the subfield of behavior regulation
theory (Hanson & Timberlake, 1983; Stad-
don, 1979; Timberlake, 1984). Despite both
qualitative and quantitative differences among
these models, most share a critical common
assumption: Continued high rates of respond-
ing at high rates of reinforcement is an inef-
ficient and nonoptimal response strategy.
Therefore, animals should show a decreased
rate of response on very rich reinforcement
schedules. Such a prediction is contrary to tra-
ditional theories, which predict that the richest
schedules of reinforcement will always pro-
duce the highest rates of response.
Numerous empirical studies have investi-

gated the form of the response function on
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interval schedules. Unfortunately, the empir-
ical evidence is mixed, and little is actually
known about the variables that might produce
differences in the form of the response func-
tion. Some studies (Allison, 1981; Atnip, 1986;
Baum, 1981; Dougan, 1992; Dougan &
McSweeney, 1985; Timberlake & Peden,
1987) have found the bitonic functions pre-
dicted by economic and regulatory theories.
Other studies (e.g., Catania & Reynolds, 1968;
Herrnstein, 1961; for reviews see Davison &
McCarthy, 1988; de Villiers & Herrnstein,
1976) have found the monotonic functions pre-
dicted by traditional models.

Even when monotonic functions have been
found, traditional theories have done poorly in
accounting for differences in the form of the
monotonic functions (i.e., differences in the
degree of linearity). For example, Herrnstein's
(1970) equation predicts that the form of the
function will depend on two free parameters,
k and ro, representing maximum (asymptotic)
response rate and unscheduled reinforcement
rate, respectively. However, Herrnstein's in-
terpretation of these parameters has been
widely criticized both on empirical (Dougan
& McSweeney, 1985; McDowell & Wood,
1984; McSweeney, Melville, & Whipple, 1983;
Warren-Boulton, Silberberg, Gray, & Ollom,
1985) and conceptual (Timberlake, 1982)
grounds. Thus, there is presently no clear un-
derstanding of the "true" form of the interval-
schedule response function, nor is there any
clear understanding of the variables that might
be responsible for the observed differences in
the form of the function. It is therefore nec-
essary to identify the variables that determine
the form of the response function. Ideally, this
type of research would isolate the variables
responsible by producing different functions
under different conditions in the same animals
in the same experiment.
An earlier pilot study (Dougan, 1989) has

suggested that session duration is one variable
that might be responsible for changes in the
form of the response function on simple vari-
able-interval (VI) schedules. Session duration
is a particularly interesting variable because
two different types of process might be at work
within sessions. First, session duration might
influence responding because of retrospective
processes, in which responding at a particular
point of the session is influenced by events that
have occurred earlier in the session. Two well-
known retrospective processes are fatigue (e.g.,

Evans, 1963; Muscio, 1921) and satiation (e.g.,
Collier & Myers, 1961; Collier & Willis, 1961;
Conrad, Sidman, & Herrnstein, 1958; Ferster
& Skinner, 1957). Recently, McSweeney and
her colleagues have suggested a third retro-
spective process-the simple passage of time
within sessions (McSweeney, 1992; Mc-
Sweeney, Hatfield, & Allen, 1990; Mc-
Sweeney & Hinson, 1992).

Alternatively, session duration might influ-
ence responding because of prospective pro-
cesses, in which responding at a particular
point of the session is influenced by events that
are scheduled to occur later in the session.
Examples of prospective processes include the
"anticipatory" effects found in a variety of con-
trast paradigms (e.g., Lucas & Timberlake,
1992; Williams, 1981).
Experiment 1 examined two questions. First,

does session duration affect the form of the
response function on simple VI schedules? Rats
were exposed to relatively long (30-min) and
relatively short (1 0-min) sessions at a variety
of reinforcement rates. If the functions relating
response rate to reinforcement rate were dif-
ferent under the two session durations, this
would implicate session duration as an im-
portant factor in determining the form of the
response function. Second, assuming that ses-
sion duration does affect the response function,
is the effect based on prospective or retrospec-
tive processes, or both? To analyze this,
responding during the first 10 min of the 30-
min sessions was compared to responding dur-
ing the 10-min sessions. Retrospective pro-
cesses, which are based on what has already
occurred during the session, would be similar
for the two durations. Prospective processes,
which are based on events that are scheduled
to occur later in the session, would not be
similar for the two durations. As a result, any
differences in the functions during the first 10
min could be attributed to prospective pro-
cesses, and any differences that developed only
later in the session could be attributed to ret-
rospective processes.

EXPERIMENT 1
Method

Subjects. The subjects were 10 Long Evans
hooded rats, obtained from the breeding colony
in the psychology department at Illinois Wes-
leyan University. The subjects were experi-
mentally naive, and were approximately 90
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days old at the start of the experiment. Each
rat was housed individually, with water freely
available at all times in the home cage.

Apparatus. The apparatus was a standard
operant conditioning unit for rats (Gerbrands
Model G7432), measuring 29.5 cm high by
26.5 cm wide by 27.5 cm long. The ceiling
and two side walls were Plexiglas, the front
and back walls were stainless steel, and the
floor was a wire grid. The front wall contained
two standard rat levers (Gerbrands Model
G6312), 6 cm wide, projecting 1.5 cm into the
chamber. The bars were centered in the front
wall, 8 cm apart and 8 cm from the floor. Only
the right bar was used during the study. A
recessed food cup was centered (right to left)
in the front wall, at floor level, such that the
floor of the food cup was approximately 11 cm
(diagonally) from the center of the right bar.
Two 5-W stimulus lights were located behind
clear Plexiglas panels (2.5 cm in diameter), 6
cm above each of the bars. A third 5-W bulb,
located in the upper left corner of the ceiling,
served as a houselight.
The entire apparatus was enclosed in a

sound-attenuating chamber, with masking
noise provided by the exhaust fan. All exper-
imental events and all data collection were con-
trolled by an IBMs PC-compatible computer
connected to aMED AssociatesS interface and
running MED-PCS software. The computer
and interface were located in an adjacent room.

Procedure. All subjects were deprived to 80%
of their ad libitum weights, and pressing the
right response lever was shaped. The experi-
ment proper started when all animals were
reliably pressing the lever for food. Each rat
was exposed to eight experimental conditions,
with each condition defined by a combination
of session duration (10 min or 30 min) and
reinforcement rate (VI 7.5 s, VI 15 s, VI 30
s, or VI 480 s). In other words, each rat ex-
perienced four different reinforcement rates
with sessions of two different durations. The
session durations and schedule values were
chosen because the Dougan (1989) study sug-
gested that this would be the range over which
effects could be expected.
At the start of each session, the rat was

placed in a dark operant chamber. Approxi-
mately 30 s later, the houselight and right
stimulus light were illuminated, signaling the
start of the session. Responses to the right bar
were reinforced on one of the four VI sched-
ules. The session terminated after either 10

min or 30 min, depending on the condition.
When the session ended, the houselight and
stimulus light were extinguished, and re-
sponses were no longer reinforced. Postsession
feedings were given 4 hr after the end of the
session on days when body weight dropped
below 80% ad libitum.

Each condition was in effect for 15 consec-
utive sessions. The order of conditions was
randomized across animals. Sessions were con-
ducted once daily, 6 to 7 days per week. Re-
inforcers consisted of 45-mg pellets (Noyes
Improved Formula A). All scheduled inter-
reinforcer intervals were calculated using a 20-
interval series based on Catania and Reynolds
(1968).

Results and Discussion
Overall response rates over the last five ses-

sions of each condition were calculated by di-
viding the total number of responses in a ses-
sion by the number of minutes in the session
(10 or 30). Mean response rates averaged across
all animals over the last five sessions of each
condition are plotted as a function of scheduled
reinforcement rate in Figure 1. The top two
panels of Figure 1 plot data from the entire
10-min sessions and the entire 30-min sessions,
respectively. The bottom three panels in Fig-
ure 1 break responding during the 30-min ses-
sions into three 10-min blocks.
The following conclusions based on the mean

data in Figure 1 are confirmed by analysis of
data for individual subjects, described below.
First, a comparison of the entire 10-min ses-
sion to the entire 30-min session suggests that
the functions were different for the different
session durations. A two-factor within-subject
analysis of variance confirmed this observa-
tion, yielding a statistically significant (a =
.05) effect of reinforcement rate, F(3, 27) =
15.19, p < .01, and a statistically significant
interaction between session duration and re-
inforcement rate, F(3, 27) = 8.02, p < .01.
The main effect for session duration was not
statistically significant, F(1, 9) = 3.93, p >
.05. Overall, the statistical analysis shows that
responding changed as a function of reinforce-
ment rate, but it changed differently depending
on session duration.

Second, a comparison of the entire 10-min
session to the first 10 min of the 30-min session
suggests that response Pates in the 10-min ses-
sions were lower overall and approached as-
ymptote more slowly than in the comparable
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Fig. 1. Mean response rate (responses per minute)
averaged across animals and plotted as a function of sched-
uled reinforcement rate (reinforcers per hour). The top
panel represents data from the entire 10-min sessions, and
the second panel presents data from the entire 30-min
sessions. The third, fourth, and fifth panels represent re-

block for the 30-min sessions. A two-factor
within-subject analysis of variance yielded a
statistically significant effect of session dura-
tion, F(1, 9) = 7.00,p < .05, and a statistically
significant effect of reinforcement rate, F(3,
27) = 15.82, p < .01. The interaction between
reinforcement rate and session duration was
not statistically significant, F(3, 27) = 2.74, p
> .05. The statistical analysis shows that re-
sponding changed as a function of reinforce-
ment rate and that, on the average, responding
was lower during the 10-min sessions than
during the first 10 min of the 30-min sessions.

Third, a comparison of response rates within
the 30-min sessions suggests that the form of
the response function changed within the ses-
sion. A two-factor within-subject analysis of
variance yielded a statistically significant effect
of time within session, F(2, 18)= 11.96, p <
.01; reinforcement rate, F(3, 27) = 10.91, p <
.01; and an interaction, F(6, 54) = 13.00, p <
.01. The statistical analysis shows that re-
sponding changed as a function of both rein-
forcement rate and time within session, and
that the effects of reinforcement rate were dif-
ferent depending on the time within the ses-
sion.

Data from individual subjects were gener-
ally consistent with the conclusions from Fig-
ure 1. Figure 2 presents data from the entire
10-min and entire 30-min sessions for each
subject, and reveals several consistent effects.
First, response rates at the highest reinforce-
ment rate (VI 7.5 s) were lower during the
30-min sessions than in the 10-min sessions
for 9 of 10 animals (the exception being Rat
6). Second, response rates at the lower rein-
forcement rates (especially VI 480 s and VI
30 s) were generally higher during the 30-min
sessions than during the 10-min sessions. Fi-
nally, the overall shape of the functions tended
to be monotonic for the 10-min sessions but
bitonic for the 30-min sessions. During the 30-
min sessions, 8 of the 10 animals showed at
least nominal bitonicity by having a maximum
response rate at one of the intermediate re-
inforcement rates, although the effect was
small. By contrast, only 1 animal (Rat 2)
showed nominal bitonicity during the 10-min
sessions.

sponding from the first, second, and third 10-min blocks
within the 30-min sessions.
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Fig. 2. Mean response rate (responses per minute) for individual animals plotted as a function of scheduled
reinforcement rate (reinforcers per hour) for the entire 10-min sessions (filled circles) and the entire 30-min sessions
(open circles).
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Figure 3 presents individual-subject data
from the 10-min sessions and the first 10 min
of the 30-min session (note that data from the
10-min sessions also appear in Figure 2). Fig-
ure 3 shows that there were no consistent dif-
ferences across subjects in responding at the
highest rate of reinforcement (VI 7.5 s). At
lower reinforcement rates, there was a general
tendency for responding to be higher during
the first 10 min of the 30-min sessions than
during the 10-min sessions. These differences
apparently account for virtually all of the ob-
served differences in the whole-session data at
low reinforcement rates.

Figure 4 presents individual-subject data for
the first, second, and third 1 0-min blocks of
the 30-min sessions (note that data from the
first 10 min also appear in Figure 3). Figure
4 shows that there was a systematic within-
session decrease in response rate at the highest
reinforcement rate (VI 7.5 s). Some animals
(e.g., Rats 4 and 7) showed a similar decrease
on the VI 15-s schedule, but there was no
consistent pattern across animals at the lower
reinforcement rates. These within-session
changes apparently account for all of the ob-
served differences in the whole-session data at
high reinforcement rates.

In interpreting the data presented above, it
is important to note that a stability criterion
was not used; this might have increased the
session-to-session variability. This was done
because the earlier pilot study (Dougan, 1989)
used a stability criterion but found evidence of
age-related effects, and the present procedure
allowed numerous schedule changes to be made
while the animals were still relatively young.
Overall, the session-to-session variability was
relatively low. At the three highest reinforce-
ment rates, the average standard error for in-
dividual subjects calculated over the last five
sessions of each condition was 5% of the mean
for that subject in that condition, and exceeded
10% of the mean on only two (of a possible
60) occasions. Variability was higher on the
VI 480-s schedule, particularly for the 10-min
sessions. The average standard error score for
individual subjects calculated over the last five
30-min sessions averaged 8% of the mean for
that animal for that condition, but exceeded
10% of the mean in only 2 animals. On the
10-min sessions at VI 480 s, the standard error
averaged a very high 23% of the mean. This
apparent interaction between session duration

and reinforcement rate in determining session-
to-session variability was unexpected, and de-
serves further study. It may have occurred be-
cause a VI 480-s schedule provides an average
of only 1.25 reinforcers per 10-min session.

In summary, several effects were found in
Experiment 1. The response functions were
generally monotonic for the 10-min sessions
but were generally bitonic for the 30-min ses-
sions, when data from the entire session
were considered (see Figure 1, Panels 1 and
2, and Figure 2). The differences found in the
whole-session data were apparently produced
by a combination of prospective and retro-
spective processes. At lower reinforcement
rates, responding was generally higher during
the first 10 min of the 30-min sessions than
during the 1 0-min sessions (see Figure 1, Pan-
els 1 and 3, and Figure 3), a difference that
did not change across 10-min blocks of the 30-
min sessions (see Figure 1, bottom three pan-
els, and Figure 4). This can be considered a
prospective effect because the difference oc-
curred during the first 10 min, a block over
which the conditions were identical except for
what was scheduled to occur in the future.
During the 30-min sessions, response rates on
the VI 7.5-s schedule decreased systematically
within the session (see Figure 1, bottom three
panels, and Figure 4). This within-session de-
cline, which apparently produced the whole-
session differences between 10-and 30-min
sessions, can be considered a retrospective pro-
cess because it only developed later in the 30-
min session, apparently as a response to events
earlier in the session.
One interesting result was the failure to find

any prospective effects at high rates of rein-
forcement. This failure is relatively important,
because some theories (e.g., Hanson & Tim-
berlake, 1983; Timberlake, Gawley, & Lucas,
1987, 1988) attribute reported instances of bi-
tonicity to a suppression of responding at high
rates of reinforcement. It is possible, however,
that the present procedure was not powerful
enough to detect a prospective suppression of
responding at high reinforcement rates. A po-
tentially more powerful procedure might uti-
lize a flavor discrimination, because flavor cues
are known to support a variety of prospective
effects (e.g., Capaldi, Sheffer, & Pulley, 1989;
Lucas & Timberlake, 1992). Experiment 2
represents an attempt to find a prospective ef-
fect using a potentially more powerful pro-
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Fig. 4. Mean response rate (responses per minute) for individual subjects plotted as a function of scheduled
reinforcement rate (reinforcers per hour) for the first (open circles), second (filled circles) and third (open diamonds)
10-min blocks of the 30-min sessions. Note that some of these data also appear in Figure 3.

# 1

i=- I I

'# 6

al

'# 2'

/

L # 7 ' '

a1)

L

Q)0-
C,)
UL)
U)
c
0
0-
U')
Q1)

Of

100
80
60
40
20
0

100
80
60
40
20
0

100
80
60
40
20
0

100
80
60
40
20
0

100
80
60 -

40
20
0

C

'# 3

I # 5 1 1

'#t'
/z \

# l

- I

I I1# 8

I I

I#9 I I I

I I I i

I I -1 I I I



VI RESPONSE FUNCTION

cedure. The design is a modified discrimina-
tion procedure, in which two session durations
are uniquely correlated with the flavor of the
reinforcer.

EXPERIMENT 2
Method

Subjects. The subjects were 6 Long Evans
hooded rats, obtained from the breeding colony
at Illinois Wesleyan University. The subjects
were experimentally naive, and were approx-
imately 90 days old at the start of the study.
Each rat was housed individually, and water
was freely available at all times in the home
cage.

Apparatus andprocedure. The apparatus was
the same as that used in Experiment 1. Each
subject was deprived to 80% of its ad libitum
weight, and pressing the right response lever
was shaped. The experiment began when all
rats were reliably pressing the lever for food.

Each rat was exposed to a total of 56 ses-
sions, 28 of which were long (30 min) and 28
of which were short (10 min). One session was
conducted per day, with long sessions and short
sessions alternated on a pseudorandom sched-
ule, such that a session on a particular day
was the same duration as that of the previous
day approximately 50% of the time. Further,
there were never more than 3 consecutive days
with the same session duration.

Each session duration was uniquely asso-
ciated with the flavor of the reinforcer deliv-
ered, with flavor counterbalanced to control
for systematic flavor preferences. For half the
subjects, standard reinforcers (Noyes Im-
proved Formula A, 45 mg) were delivered on
short sessions, and banana-flavored reinforcers
(Noyes Improved Formula L, 45 mg) were
delivered on long sessions. The remaining sub-
jects received the same session durations and
reinforcer flavors, with the relationship be-
tween flavor and session duration reversed.
Nutritionally, the two reinforcer types were
virtually identical.
At the start of each session, the rat was

placed in the dark apparatus. Approximately
30 s later, the houselight and right stimulus
light were illuminated, signaling the start of
the session. Responses to the right bar were
reinforced on a VI 7.5-s schedule, regardless
of the scheduled session duration. With the

exception of possible olfactory cues, the only
stimulus predicting session duration was the
flavor of the reinforcer. Hence, discrimination
of session duration should have been impos-
sible prior to the delivery of the first reinforcer.
As in Experiment 1, sessions were con-

ducted once daily, 6 to 7 days per week. All
scheduled interreinforcer intervals were cal-
culated using the Catania and Reynolds (1968)
series. When postsession feedings were nec-
essary, they were conducted 4 hr after the end
of the session.

Results and Discussion
Response rates were calculated as in Ex-

periment 1. Mean response rates were cal-
culated over the last seven sessions of each
session duration for each of the animals. These
means are reported in Table 1. As in Exper-
iment 1, 30-min sessions were further divided
into three 10-min blocks. Table 1 also presents
the response rate for each subject in each of
these blocks.

Table 1 shows several consistent results.
First, each subject responded faster in the 10-
min sessions (M = 35.46) than in the 30-min
sessions (M = 21.48), when data from the
entire session are considered. A repeated mea-
sures t test confirmed that this difference was
statistically significant, t(5) = 6.66, p < .01.
This replicates the whole-session results of Ex-
periment 1, and could have been produced by
either prospective or retrospective effects.

Table 1 also shows that 5 of 6 subjects had
a systematic decrease in response rate across
the session during the 30-min sessions. The
mean response rates were 29.49, 21.35, and
13.60 for the first, second, and third 10-min
blocks, respectively. A repeated measures anal-
ysis of variance indicated that these changes
were statistically significant, F(2, 10) = 13.73,
p < .01. This systematic decrease in response
rates replicates the within-session findings of
Experiment 1, and is consistent with a retro-
spective process. At least some of the differ-
ences observed in the whole-session data were
apparently caused by this retrospective effect.
As in Experiment 1, the comparison be-

tween 1 0-min sessions and the first 10-min
block of the 30-min sessions is critical for iden-
tifying prospective effects. As seen in Table 1,
each subject showed a higher rate of response
during the 10-min sessions than during the
first 10 min of the 30-min sessions. The av-
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Table 1

Mean response rates for each subject in Experiment 2 over
the last 7 days on each schedule for 10-min sessions, 30-
min sessions, and 1 0-min
sions.

blocks within the 30-min ses-

10-min 30-min sessionssessions
Sub- (whole Whole 1st 10 2nd 10 3rd 10
ject session) session min min min

1 19.95 11.81 12.20 14.74 8.51
2 30.89 17.38 26.08 17.10 8.97
3 36.34 23.94 29.71 24.08 18.02
4 36.97 23.70 32.35 21.98 16.77
5 32.81 19.91 26.11 22.47 11.17
6 55.80 32.15 50.52 27.75 18.18
M 35.46 21.48 29.49 21.35 13.60

erage magnitude of difference was 21.98%,
ranging from a low of 10.45% (Rat 6) to a

high of 63.52% (Rat 1). A repeated measures
t test confirmed that the response rates were

significantly different, t(5) = 11.71,p < .001.
This difference, which suggests the operation
of a prospective process, was not found during
the comparable VI 7.5-s schedule in Experi-
ment 1. At least some of the differences ob-
served in the whole-session data were appar-
ently caused by this prospective effect.
The data presented in Table 1 suggest that

the rats learned to discriminate session dura-
tion based on the flavor of the pellet. However,
it is necessary to demonstrate that the discrim-
ination was actually learned. Figure 5 depicts
the development of discrimination across the
study. For purpose of analysis, the 28 days of
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Fig. 5. Mean percentage difference score calculated
across animals and plotted across the duration of Exper-
iment 2. A positive score represents faster responding in
the 10-min sessions than in the first 10 min of the 30-min
sessions. Each data point represents data from seven ses-

sions of each of the two session durations, or 14 sessions
overall. Error bars represent the standard error of the
mean.

each session duration were divided into four
seven-session blocks. A percentage difference
score was calculated by dividing the response
rate in the 10-min sessions during a seven-
session block by the response rate in the first
10 min of the 30-min sessions over the com-
parable seven-session block. This ratio was
multiplied by 100, and 100 was subtracted
from the result. This yields a percentage dif-
ference score in which a positive value rep-
resents faster responding during the 10-min
sessions, a negative value represents faster re-
sponding in the 30-min sessions, and a score
of 0 represents no difference. Each score thus
represents data from 14 sessions, seven from
each session duration. Figure 5 plots changes
in the mean percentage difference score across
the entire study. As seen in Figure 5, the mean
percentage difference increased across sessions.
A t test for the difference between a sample
mean (the obtained percentage difference score)
and a hypothetical population mean (a per-
centage difference score of 0) was conducted
for each of the four blocks to determine when
and if the percentage difference was signifi-
cantly greater than 0. The percentage differ-
ence score was statistically significantly dif-
ferent from 0 only on the final block of sessions,
t(5) = 2.62, p < .05, because only in the final
block were all subjects consistently responding
faster during the short sessions.

This analysis suggests that animals discrim-
inated session duration on the basis of flavor,
and that the discrimination was learned during
the experiment. However, it is possible that
some factor other than flavor might have re-
sulted in the higher response rate during short
sessions. For example, day-to-day variations
in "motivational" factors (such as deprivation
state) might have influenced responding. One
way to assess this possibility is to examine the
rate of response before the first pellet was
earned. Because the pellet flavor was the only
stimulus predicting session duration, any dif-
ference in response rate before the first pellet
was delivered must be due to extraneous fac-
tors independent of flavor (assuming, again,
that there were no olfactory cues). The mean
response rate prior to the first pellet on the
last seven long sessions was 15.7 responses per
minute, compared to a mean rate of 16.0 re-
sponses per minute for the last seven short
sessions. This small difference (approximately
2%) was not statistically significant. Although
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the above analysis does not definitively rule
out extraneous factors, it does suggest that re-
sponding was not influenced by either moti-
vational factors or unknown discriminative cues
prior to delivery of the first pellet.

GENERAL DISCUSSION
The present experiments were designed to

answer two questions. First, does session du-
ration affect responding on VI schedules, in
particular the relationship between response
rate and reinforcement rate? Second, are the
effects of session duration based on prospective
processes, retrospective processes, or some
combination of both?
The answer to the first question seems clear:

Responding changed as a function of session
duration in both experiments. In Experiment
1, both group averages and individual-subject
data showed that the response functions were
generally monotonic for the 10-min sessions
and were generally bitonic for the 30-min ses-
sions, when data from the entire session were
considered. These differences were apparently
produced by a tendency during long sessions
to respond slower at high reinforcement rates
and faster at low reinforcement rates, relative
to responding during short sessions. The re-
sults for the high reinforcement rate (VI 7.5-
s) schedules were replicated in Experiment 2,
in which whole-session responding during short
sessions was faster than whole-session re-
sponding for long sessions.
The answer to the second question is also

clear, but is more complicated. Data from both
experiments suggest the operation of both pro-
spective and retrospective processes. As dis-
cussed earlier, prospective and retrospective
processes may be separated by comparing re-
sponding during 10-min sessions to responding
during the first 10 min of the 30-min sessions.
During this critical 10-min block, retrospective
processes (which are based on what has al-
ready occurred in the session) are roughly com-
parable for the two session durations. Pro-
spective processes (which are based on events
scheduled to occur later in the session) are not
comparable for the two session durations. Thus,
prospective processes would be indicated if re-
sponding at the two session durations differed
during the first 10 min. Retrospective pro-
cesses would be indicated if differences, un-
apparent during the first 10 min, developed

during the later portions of the long sessions.
Evidence for each type of process is discussed
separately below.

The Retrospective Process
In Experiment 1, evidence for retrospective

processes comes primarily from the VI 7.5-s
schedules. Responding on the VI 7.5-s sched-
ule decreased systematically within the 30-min
sessions, and this within-session decline ap-
parently accounted for all of the whole-session
differences between the 10-min and the 30-
min sessions at VI 7.5 s. The within-session
decline at VI 7.5 s was replicated in Experi-
ment 2, where it accounted for some (but not
all) of the whole-session differences.

Although both Experiments 1 and 2 provide
evidence for retrospective processes, it is not
immediately clear what that process might be.
One possibility is fatigue, in which energy ex-
pended responding early in the session is un-
available for responding later in the session,
resulting in a decrease in rate across the session
(see Evans, 1963; Muscio, 1921). However, a
fatigue process seems incompatible with the
fact that retrospective processes occurred only
on the VI 7.5-s schedule. The data seem more
consistent with a satiation process (e.g., Collier
& Myers, 1961; Collier & Willis, 1961; Con-
rad et al., 1958; Ferster & Skinner, 1957), in
which reinforcers consumed early in the ses-
sion alter motivational conditions and result
in a decreased response rate across the session.
Unlike fatigue, satiation is expected to occur
only at high reinforcement rates.

Because the results are consistent with a
satiation process, it is tempting to dismiss the
retrospective process as merely an artifact. In
essence, both experiments show that response
rate decreases within the session at high rates
of reinforcement, a finding well documented
in the literature (e.g., Skinner, 1938) and ap-
parently requiring little theoretical insight.
Further, because this retrospective process was
responsible for much of the bitonicity in the
whole-session data in Experiment 1, it is
tempting to conclude that bitonicity on VI
schedules is due to a simple satiation artifact.
For both conceptual and empirical reasons,
however, these temptations should be avoided.

Consider the conceptual status of satiation
in behavior analysis. Skinner (1938) devoted
more than a chapter of The Behavior of Or-
ganisms to the issue, in an attempt to avoid
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invoking internal drive as an explanatory con-

cept. Hunger and satiety were conceptualized
as opposite ends of a spectrum empirically an-

chored to the amount of time since last feeding.
A simple, operational conception of drive was
clearly an advance at the time, but it is not
clear that such a simple conception is still ad-
equate. Recent studies of hunger and satiety
have revealed an incredibly complex process
influenced by a variety of learned contextual
processes (Booth & Davis, 1973; Gibson &
Booth, 1989), learned taste aversions (Rozin
& Kalat, 1971), learned taste preferences (Ca-
paldi, 1991; Fedorchak & Bolles, 1987), and
learned social cues (Galef & Stein, 1985). Some
authors have even argued that the factors nor-

mally influencing meal size and food intake
are virtually all learned (Booth 1972, 1991).
It is unknown which, if any, of these factors
contribute to behavior in the operant condi-
tioning chamber. Together, these complex fac-
tors suggest that the traditional Skinnerian
conception of hunger and satiety is far too sim-
plistic.

Empirical evidence also suggests that some

apparent instances of satiation may in fact be
entirely unrelated to motivational factors. Early
work by Collier (Collier & Myers, 1961; Col-
lier & Willis, 1961) found decreases in re-

sponse rate within sessions that could not be
attributed to satiation. For example, response
rates decreased within sessions when the re-
inforcers were small and delivered at low rates,
a result that is not consistent with simple sa-

tiation models. More recently, McSweeney and
her colleagues (McSweeney, 1992; Mc-
Sweeney et al., 1990; McSweeney & Hinson,
1992) have shown that there can be reliable
and systematic changes in response rate within
sessions. Specifically, response rates were found
to first rise and then fall within sessions in a
wide variety of paradigms, regardless of re-

inforcement rate and session duration. At least
some of these effects cannot be attributed to a

simple satiation process because they occurred
at reinforcement rates far too low to produce
satiation. The fact that response rates change
within sessions in the absence of satiation sug-
gests that some effects that resemble satiation
(like the results of the present experiments)
may in fact be controlled by other retrospective
processes.
A third problem lies in the fact that sur-

prisingly little is known about satiation in op-

erant paradigms. With a few notable excep-
tions (e.g., Collier & Myers, 1961; Collier &
Willis, 1961; Conrad et al., 1958; Ferster &
Skinner, 1957; McSweeney, 1992; Mc-
Sweeney et al., 1990; McSweeney & Hinson,
1992), there has been very little systematic
study of satiation effects in the operant cham-
ber since Skinner (1938). By contrast, satiation
and related topics have received extensive study
by workers in motivation theory, physiology,
and associative learning (see Booth, 1991, for
a recent review).

It is not clear why behavior analysts have
neglected to study satiation, but it may reflect
an attitude that satiety is an artifact that is to
be avoided methodologically, but not studied
for its own sake. Relegating satiation effects
to the artifact bin, however, is a response with
potentially negative consequences. The net ef-
fect is to cut off investigation prematurely.
Considering the conceptual and empirical
problems with a simple satiation model, it is
important to view satiation as a factor worthy
of additional study.

The Prospective Process
Both experiments provided evidence for a

prospective process. In Experiment 1, re-
sponding at low rates of reinforcement was
generally higher during the first 10 min of the
30-min sessions than during the 10-min ses-
sions. This prospective effect was apparently
responsible for some of the observed differ-
ences in the whole-session functions. In Ex-
periment 2, responding was higher during the
10-min sessions than during the first 10 min
of the 30-min sessions, when pellet flavor was
the only cue predicting session duration. This
prospective process was also apparently re-
sponsible for some of the whole-session dif-
ferences.

It is not immediately clear what specific pro-
cesses might be responsible for these prospec-
tive effects. The task is made more difficult by
the fact that the prospective effects in Exper-
iment 1 were essentially opposite the prospec-
tive effects in Experiment 2. In Experiment
1, rats respondedfaster during the first 10 min
of the 30-min sessions than during the 10-min
sessions. In Experiment 2, rats responded
slower during the first 10 min of the 30-min
sessions than during the 10-min sessions. Fur-
ther, the prospective effects in Experiment 1
were found at low reinforcement rates, whereas
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the prospective effects in Experiment 2 were
found at high reinforcement rates.
One way of understanding this complexity

has recently been suggested by Capaldi et al.
(1989). According to Capaldi, "anticipation"
may simultaneously produce both positive and
negative effects on ongoing responding. Under
some conditions, these effects cancel out, re-
sulting in no net effect on responding. In other
conditions, either the positive or negative effect
might be weighed more strongly, resulting in
a net change in behavior. In the present ex-
periments, it is possible that both positive and
negative anticipatory processes operated, but
that differences in method between experi-
ments (such as the addition of a flavor dis-
crimination in Experiment 2) altered the rel-
ative strength of these processes (see Lucas &
Timberlake, 1992, for a related finding).

There are several possible anticipatory pro-
cesses that might produce a negative effect on
responding similar to that observed in Exper-
iment 2. These include negative anticipatory
contrast effects (Flaherty & Checke, 1982; Lu-
cas & Timberlake, 1992) and suppression of
responding by reinforcement (McSweeney,
1987). Two other potential processes involve
an interaction between learning and satiation,
and might have operated if the animals did in
fact become satiated at high reinforcement rates
early in training but learned to adjust respond-
ing accordingly. Booth (1972) paired a distinct
taste with either high-calorie or low-calorie
foods. When the taste was later presented with
a novel food moderate in calories, the rats ate
less of the novel food if the taste had previously
been paired with high-calorie (i.e., satiation-
inducing) foods (see also LeMagnen, 1981).
This "learned satiation" effect could have op-
erated in Experiment 2 if taste served as a
conditioned stimulus (CS) and was paired with
satiation on long sessions early in training. As
training progressed, the CS might elicit "sa-
tiety" at the beginning of the session, resulting
in a decreased response rate early in the ses-
sion.

Alternatively, the results of Experiment 2
could be due to differential reinforcement of
long interresponse times (IRTs). Several stud-
ies have suggested that the molar rate of re-
sponse on VI schedules is at least partially
determined by the reinforcement of particular
IRTs (e.g., Silberberg, Warren-Boulton, &
Asano, 1988). According to this model, if a

reinforcer follows a relatively long IRT, the
probability of long IRTs increases, forcing the
molar response rate downward. In Experi-
ment 2, suppose animals became satiated dur-
ing long sessions early in training, with length-
ened IRT as a by-product of satiation. Pellet
flavor might then be uniquely paired with long
IRTs, in a sense becoming a discriminative
stimulus for longer IRTs. As training pro-
gressed, the result would be a reduced rate of
response during long sessions, because pellet
flavor would set the occasion for longer IRTs.

At present, there are fewer possible expla-
nations for the positive prospective processes
observed in Experiment 1. One possibility may
involve some type of anticipatory preference
conditioning. When a particular flavor is fol-
lowed by ingestion of a calorically rich solu-
tion, rats will often develop a preference for
that flavor (Capaldi et al., 1989; Lucas & Tim-
berlake, 1992). During the long sessions in
Experiment 1, ingestion of pellets early in the
session was paired with caloric intake later in
the session. Although such a pairing might
produce differences in response rates, the hy-
pothesis is completely speculative and will re-
quire additional research.

Conclusion
In summary, the present results provide at

least partial answers to two questions. First,
session duration is apparently one variable that
affects responding on simple VI schedules.
Second, the effects of session duration are ap-
parently the result of both prospective and ret-
rospective processes. Although the present re-
sults do not completely resolve the ongoing
controversy over the form of the VI response
function, the results do constrain the contro-
versy by identifying one variable (session du-
ration) and two types of processes (prospective
and retrospective) that influence the form of
the function. It will be the task of future re-
search to identify the specific prospective and
retrospective processes, as well as to describe
the way in which these processes interact to
determine the form of the VI response func-
tion.
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